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ABSTRACT: Drug resistance severely erodes the efficacy of therapeutic treatments for many diseases. Assessing the potency of a drug lead to combat resistance is no doubt critical for designing new drugs or new therapeutic combinations. Virtual screening is often the first step in drug discovery and a challenging problem is to accurately predict the resistant profile of an inhibitor based on the docking structures. Using a well studied system HIV-1 protease, we have illustrated the success of a computational method called MIEC-SVM on tackling this problem. We computed molecular interaction energy components (MIECs) between the ligand and the protease residues to characterize the docking poses, which were input to support vector machine (SVM) to distinguish resistant from nonresistant mutants. More importantly, the method is able to predict resistant profiles for new drugs based on the docking structures as indicated by its satisfactory performance in leave-one-drug-out and leave-drug/mutants-out tests. Therefore, the MIEC-SVM method can also facilitate designing effective therapeutic combinations by combining drugs with complementary resistant profiles.

INTRODUCTION

Drug resistance is one of the key roadblocks to successful treatment for many diseases, especially when the drug is against targets with rapid replication and unstable genome, such as cancer cells and viruses. Resistant cancer cells or viral strains are selected in the presence of the drug to become dominant in the population, which severely impairs the therapeutic efficacy of a drug that is developed for years at a cost of millions of dollars. Cocktail therapy, in which a patient is treated with a mixture of drugs, can often delay but not completely abolish resistance. Obviously, it is invaluable for drug development if the potency of a drug lead to combat resistance can be evaluated at an early stage, which remains a great challenge as there exist diverse mechanisms to cause resistance.

One common mechanism of drug resistance is that the selected mutations disrupt the drug binding but do not impair the function of the drug target. For example, the majority of resistance mutations of the HIV-1 protease significantly interfere with the binding of the drug but not that of the substrates so that viral polypeptides can still be cleaved into individual viral proteins by the protease. HIV-1 protease is a primary target in AIDS therapy, and nine drugs against it have been approved by FDA. Thousands of clinical samples have been accumulated on the HIV-1 protease, which makes it an ideal testing system for methods to predict the resistance profile of a drug at the early stage of drug development.

Many attempts have been made to predict resistance mutations that impede the drug binding. These methods are either based on sequence or structure. The sequence-based methods rely on the availability of the genotypes labeled to be resistant or nonresistant, from which they identify the mutation patterns discriminating the two groups. The limit of these methods is that they cannot predict whether a new mutant not existing in the available genotypes is resistant or not. In contrast, the structure-based methods make ab initio evaluation of the binding between the mutants and the drug based on the active or inactive form of the 3-D structures. These methods normally do not need training data and can identify new resistant mutants, but they often require extensive computational knowledge of the binding mode and are too computationally expensive to evaluate the potential ligands’ potency against a large number of mutants.

In order to combine the advantages of these two approaches, we previously reported a method to model and predict the susceptibility of mutants against a drug based on the energetic pattern of the protein–ligand interaction that is characterized by molecular interaction energy components (MIECs). We showed that this method achieved superior performance on the FDA approved drugs against the HIV-1 protease. Because the crystal structures of these drugs complexed with the wild-type protease were already solved, we only needed to model the complex structures of the mutants from the crystal structures. In virtual screening or at the early stage of drug development, complex structures are not necessarily available; thus, the
question arises as to how well our method would work if the template complex structure is obtained from modeling and may be noisy.

In the present study, we aim to address this question by mimicking the real case in virtual screening and we use the HIV-1 protease as the testing system. Since the crystal structure of the drug target is often available, we docked seven drugs to the wild-type HIV-1 protease and then optimized the complex structures using molecular dynamics. Mutant complex structures were then modeled from the optimized wild-type structures. To robustly characterize the binding patterns of the protein–ligand based on the docking structures, we applied the MIECs using MM/GBSA models that include van der Waals, electrostatics, and solvation energies estimated by General Born model and accessible surface areas. The MIECs of resistant and nonresistant mutants were used to train a support vector machine (SVM) that captures the distinct patterns causing resistance. We showed that the MIEC-SVM model achieved excellent performance in leave-one-drug-out test, which is to predict the drug-resistant profile of a ligand that is not included in the training data set. We also analyzed the mechanism for drug resistance, which sheds light on designing resistance-evading drugs.

RESULTS

Predicting Resistant Mutants with SVM. We first evaluated the performance of the MIEC-SVM model on predicting drug susceptibility (Table 1) using all 99 protease residues and 5 MIEC terms (ΔE_{vdw}, ΔE_{elec}, ΔG_{GB}, ΔA_{pho}, and ΔA_{phi}). As described in Experimental Methods, we docked each of the drugs into the wildtype protease and generated the mutant complex structures by mutating the wild-type protease residues. Regardless whether the wild-type complex structure was optimized using molecular dynamics or not, the performance of the model was satisfactory in 500 10-fold cross validations, as indicated by high positive prediction value Q (0.905/0.894 with/without MD optimization), negative prediction value Q_ (0.905/0.950), sensitivity (0.902/0.950), and specificity (0.956/0.950), and MCC (0.859/0.844) (Table 2a). Such a performance is comparable to the model trained and tested on mutant complex structures generated from the crystal structure of the wild-type (MCC = 0.853), which illustrates the robustness of our method to successfully capture the energetic patterns that discriminate resistant and nonresistant mutations. Compared to the model in our previous study that used MIECs of ΔE_{vdw}, ΔE_{elec} and ΔG_{GB}, inclusion of ΔA_{pho} and ΔA_{phi} improved the performance, e.g. MCC improved from 0.795 to 0.853 (Table 2a).

To mimic the scenario of predicting resistant profile for a new inhibitor at the early stage of drug development, we performed a more rigorous test than cross validation, which is dubbed “leave one drug out” (LODO). Namely, we trained our model on six drugs and tested it in the left-out drug. We conducted the LODO test on each of the seven drugs with the mutant complex structures modeled from docking structures with MD optimization using all the 99 residues and the 5 MIECs. The MIEC-SVM models in LODO tests still achieved an average MCC of 0.607 and area under curve of ROC (AUC) of 0.901 (Table 2b), which indicates a great performance considering the difficulty of this test. The slight drop of the average MCC in LODO compared to cross validation is not unexpected because the testing drug was not included in the training data in LODO test.

We noticed that the models obtained from the MD-optimized and crystal template structures showed comparable performance (MCC = 0.607 and 0.625 respectively) but significantly out-performed that obtained from docking without MD optimization (MCC = 0.290) (Table 2b). This observation is not unexpected as the docking structures were not relaxed in rigid docking, which contributes additional errors to the model. This error is ligand-specific and can be reduced by relaxation, which is important in the LODO test.

Feature Selection Boosts the Performance. We next conducted feature selection to remove noisy MIECs and protease residues. Considering the large number of possible combinations of MIECs and residue positions, it is a great challenge to find the optimal configuration. We implemented a heuristic strategy that first searched for the optimal combination of MIECs and then the optimal position composition. There are five MIECs in the initial model and a total of 31 possible combinations. We evaluated the performance of these possible combinations of MIECs when including all the residues in the MIEC-SVM models on LODO tests. The top 10 combinations with the best average MCC of the 7

| Table 2. Comparison of the Universal MIEC-SVM Models with (a) Cross Validation and (b) “LODO” Tests |
|-----------------|-------|-------|-------|-------|
|                | dock-MD<sup>a</sup> | dock<sup>b</sup> | crystal<sup>c</sup> | crystal-no SASA<sup>d</sup> |
| Q<sub>c</sub>   | 0.905 | 0.894 | 0.897 | 0.810 |
| Q<sub>c</sub>   | 0.954 | 0.950 | 0.955 | 0.960 |
| sensitivity     | 0.902 | 0.895 | 0.903 | 0.923 |
| specificity     | 0.956 | 0.950 | 0.951 | 0.896 |
| MCC             | 0.859 | 0.844 | 0.853 | 0.795 |

<sup>a</sup> The complex structures of mutants were generated from docking models with molecular dynamics optimization. <sup>b</sup>The complex structures of mutants were generated from docking models without molecular dynamics optimization. <sup>c</sup>Crystalline structures. <sup>d</sup>The performance of the MIEC-SVM model used in ref 32 (without the SASA terms) and the model were trained on crystal structures. All the values are the average of 500 cross validation runs.

To mimic the scenario of predicting resistant profile for a new inhibitor at the early stage of drug development, we performed a more rigorous test than cross validation, which is dubbed “leave one drug out” (LODO). Namely, we trained our model on six drugs and tested it in the left-out drug. We conducted the LODO test on each of the seven drugs with the mutant complex structures modeled from docking structures with MD optimization using all the 99 residues and the 5 MIECs. The MIEC-SVM models in LODO tests still achieved an average MCC of 0.607 and area under curve of ROC (AUC) of 0.901 (Table 2b), which indicates a great performance considering the difficulty of this test. The slight drop of the average MCC in LODO compared to cross validation is not unexpected because the testing drug was not included in the training data in LODO test.

We noticed that the models obtained from the MD-optimized and crystal template structures showed comparable performance (MCC = 0.607 and 0.625 respectively) but significantly out-performed that obtained from docking without MD optimization (MCC = 0.290) (Table 2b). This observation is not unexpected as the docking structures were not relaxed in rigid docking, which contributes additional errors to the model. This error is ligand-specific and can be reduced by relaxation, which is important in the LODO test.

Feature Selection Boosts the Performance. We next conducted feature selection to remove noisy MIECs and protease residues. Considering the large number of possible combinations of MIECs and residue positions, it is a great challenge to find the optimal configuration. We implemented a heuristic strategy that first searched for the optimal combination of MIECs and then the optimal position composition. There are five MIECs in the initial model and a total of 31 possible combinations. We evaluated the performance of these possible combinations of MIECs when including all the residues in the MIEC-SVM models on LODO tests. The top 10 combinations with the best average MCC of the 7
LODO tests were used for selecting protease residues in the next step.

Considering the huge number of possible combinations of the 99 residues, we took a greedy search strategy to remove uninformative residues from the model. Starting with all the 99 residues, we left out one residue and its associated MIECs in the training (leave-one-residue-out, LORO), and assessed the trained model using LODO test. We kept the best performing model in the 99 possible models in the first round and repeated the LORO process until all residues were removed. As a result, for each of the 10 tested combinations of MIECs, we were able to find the most informative composition of residues (Figure 2). It is obvious that the model using four MIECs ($\Delta E_{vdw}$, $\Delta E_{ele}$, $\Delta A_{apo}$, and $\Delta A_{phi}$) and 47 protease residues achieved the highest average MCC of 0.761 in LODO tests.

Figure 1. Flowchart of the MIEC-SVM method to predict resistant mutants based on docking. (1) Model the wildtype complex structures using docking and molecular dynamics. (2) Model the mutant complexes by mutating the side chains from the template structure followed by molecular mechanics minimization. (3) Calculate the MIECs between the ligand and the protease residues using MM/GBSA. The ligand is shown as a purple ball, and the residues are shown as red balls. (4) Generate the fully filled MIEC matrix, where $y$ is the binary response variable that represents resistant or not and $x_i$ is the $i$th MIEC. (5) Train the SVM to classify mutants as resistant or not.
The model using the optimal configuration of MIECs and protein positions showed significant improvement over the model without feature selection (the average MCCs increased from 0.607 to 0.761) (Table 3a). The model performed significantly worse on APV (MCC=0.596) than on the other drugs whose MCCs were larger than 0.680. This may be due to the fact that APV has a more unbalanced data set as the ratio between resistant and nonresistant mutants is 1:1.88 for the other drugs (Table 1). It also explains why APV showed a much smaller Q+ (=0.481) than to a ratio of 1:1.88 for the other drugs (1:2.02−2.95, similar to that for the five other drugs (>0.8), but comparable Q−, sensitivity and specificity. Consistently, when down-sampling the nonresistant mutants to generate 500 random data sets with a resistant/ nonresistant mutant ratio of 1:1.30−2.95, similar to that for the other drugs (1:2.02−2.39), the average MCC was improved to 0.722, Q+ to 0.713, Q− to 0.990, Sensitivity to 0.961, Specificity to 0.794, AUC to 0.915. The model were further tested by “Leave-Drug/Mutants-Out” cross validations, in which randomly selected 90% of drug mutant data were used to train the model and the remaining 10% data were used for test. Table 3b shows that our method still achieved a satisfactory performance in the 500 runs of such tests, comparable to the LORO or LODO tests. The model using the optimal con

Table 3a. The performance of MIEC-SVM in LODO tests using mutant complex structures generated from docking followed by MD optimization

<table>
<thead>
<tr>
<th>Drug</th>
<th>Q+</th>
<th>Q−</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>MCC</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>APV</td>
<td>0.481</td>
<td>0.990</td>
<td>0.961</td>
<td>0.794</td>
<td>0.596</td>
<td>0.904</td>
</tr>
<tr>
<td>ATV</td>
<td>0.848</td>
<td>0.931</td>
<td>0.916</td>
<td>0.869</td>
<td>0.780</td>
<td>0.935</td>
</tr>
<tr>
<td>IDV</td>
<td>0.801</td>
<td>0.968</td>
<td>0.936</td>
<td>0.893</td>
<td>0.799</td>
<td>0.966</td>
</tr>
<tr>
<td>LPV</td>
<td>0.879</td>
<td>0.965</td>
<td>0.943</td>
<td>0.923</td>
<td>0.855</td>
<td>0.937</td>
</tr>
<tr>
<td>NIFV</td>
<td>0.853</td>
<td>0.928</td>
<td>0.910</td>
<td>0.882</td>
<td>0.786</td>
<td>0.950</td>
</tr>
<tr>
<td>RTV</td>
<td>0.880</td>
<td>0.947</td>
<td>0.901</td>
<td>0.933</td>
<td>0.828</td>
<td>0.944</td>
</tr>
<tr>
<td>SQV</td>
<td>0.819</td>
<td>0.902</td>
<td>0.695</td>
<td>0.848</td>
<td>0.681</td>
<td>0.921</td>
</tr>
<tr>
<td>Average</td>
<td>0.794</td>
<td>0.947</td>
<td>0.895</td>
<td>0.892</td>
<td>0.761</td>
<td>0.937</td>
</tr>
</tbody>
</table>

Table 3b. The performance of MIEC-SVM in Leave-drug/ mutants-out tests using mutant complex structures generated from docking followed by MD optimization

<table>
<thead>
<tr>
<th>Drug</th>
<th>Q+</th>
<th>Q−</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>MCC</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>APV</td>
<td>0.479</td>
<td>0.988</td>
<td>0.953</td>
<td>0.792</td>
<td>0.589</td>
<td>0.892</td>
</tr>
<tr>
<td>ATV</td>
<td>0.837</td>
<td>0.923</td>
<td>0.906</td>
<td>0.865</td>
<td>0.765</td>
<td>0.928</td>
</tr>
<tr>
<td>IDV</td>
<td>0.807</td>
<td>0.961</td>
<td>0.920</td>
<td>0.899</td>
<td>0.793</td>
<td>0.965</td>
</tr>
<tr>
<td>LPV</td>
<td>0.850</td>
<td>0.966</td>
<td>0.945</td>
<td>0.900</td>
<td>0.830</td>
<td>0.914</td>
</tr>
<tr>
<td>NIFV</td>
<td>0.857</td>
<td>0.917</td>
<td>0.892</td>
<td>0.888</td>
<td>0.776</td>
<td>0.934</td>
</tr>
<tr>
<td>RTV</td>
<td>0.884</td>
<td>0.939</td>
<td>0.885</td>
<td>0.939</td>
<td>0.824</td>
<td>0.925</td>
</tr>
<tr>
<td>SQV</td>
<td>0.793</td>
<td>0.898</td>
<td>0.685</td>
<td>0.939</td>
<td>0.656</td>
<td>0.911</td>
</tr>
<tr>
<td>Average</td>
<td>0.787</td>
<td>0.941</td>
<td>0.884</td>
<td>0.889</td>
<td>0.748</td>
<td>0.924</td>
</tr>
</tbody>
</table>

following four groups: major position, minor position, conserved mutation and other position. Major positions, at least one major mutation against one drug can be found on these positions, such as 30, 90; minor positions, no major mutations can be found on these positions, but at least one minor mutation against one drug can be found on these positions, such as 71, 73; conserved positions, any position with less than 0.1% mutations documented in the database, such as 1,2 ; other position, which do not belong to any of the first three groups. The list of four clusters can be found in Table 4. In the previous studies,37,64−66 there are 15 major positions, 23 minor positions, 25 conserved positions and 36 other positions. The 47 informative positions selected by feature selection include 12 major positions, 11 minor positions, 7 conserved positions and 17 other positions (Table 4). Indeed, we found that the 10 most informative positions among the 47 with MIECs of ΔE_{Δ}, ΔE_{ΔA}ΔA_{Δ}, ΔA_{ΔA}ΔA_{Δ} could achieve an average MCC of 0.7 in the LODO tests. These ten positions consist of 7 major (D30, M46, G48, I54, V82, I84 and L90), 3 minor positions, 25 conserved positions and 36 other positions. The feature selection results coincided with the previous analysis64,66,66 on the HIV-1-infected patients as the major positions are well enriched in both 47 selected positions (p-value=0.0005 as calculated by hypergeometric distribution) and the 10 most informative positions (p-value=4.0 × 10−5).

Analysis of resistant profiles for the drugs. Equipped by the capability of evaluating whether a mutant is resistant to a drug based on docking structures, we are able to compare the resistant profile of a new inhibitor with those of the existing ones, which would facilitate design of effective combinations targeting the protease. For comparing resistant profiles of drugs, we need to obtain the resistant data for each drug using the same set of mutations, which is largely unavailable in the public databases. For example, Table 1 lists experimental measurements of 14,494 mutant-drug pairs between 2,382 mutants and 7 drugs while 2,180 pairs out of the total 16,674 possible mutant-drug pairs (2,382×7) had no experimental data. To design an effective combination, the resistant profiles of component drugs should be complementary to each other. Therefore, we predicted the resistance for the remaining 2,180 mutant-drug pairs using each of the 500 cross-validation models and then these individual predictions were integrated using Bayesian statistics (see Material and Methods). This way, the resistant profiles of all the drugs are comparable. In addition, as there was no susceptibility data available for DRV (darunavir),68 we also predicted the resistant profile of DRV against the 2,382 mutants. For this purpose, we trained the model with all experiment data to predict the resistant profile of DRV (Figure 4).
The resistant profiles of the 8 drugs against the 2,382 protease mutants are clustered using hierarchical clustering method (Figure 4). For individual drugs, APV and ATV have the least (19.8%) and most number of resistant mutants (70.5%), respectively. It is obvious that ATV has a very distinct resistant profile from the other drugs, which is not totally unexpected as ATV has the strongest binding affinity among all the drugs. Obviously, no two drugs have complementary resistant profiles, which is not surprising as the cocktail regimens always include nonprotease drugs. On the other hand, this observation highlights the urgent need to develop drugs with resistant patterns complementary to the existing drugs to abolish drug resistance in AIDS therapy.

To identify the resistant mutations that are frequently observed against the existing drugs, we divided the 2,382 mutations into four groups based on the number of drugs to which they are resistant: susceptible (not resistant to any drug, 319 mutants); weak resistant (resistant to 1−2 drugs, 1,114 mutants); medium resistant (resistant to 3−6 drugs, 528 mutants) and strong resistant (resistant to 7−8 drugs, 421 mutants). Next, we compared the mutations of each position in the four groups (Figure S1 in Supporting Information). We calculated the probability of each amino acid occurring on a position in any of the four groups as

\[ P_i = \frac{N_i + \text{Pseudo}_i}{\sum_{a=1}^{20} (N_a + \text{Pseudo}_a)} \]

where \( P_i \) is the probability of the amino acid type \( i \), \( N_i \) is the number of the amino acid \( i \) found at the position, \( \text{Pseudo}_i \) is the pseudo count for amino acid \( i \) and set to 0.1 to avoid zero count, and \( aa \) represents all 20 amino acids. The occurring probability of all 20 amino acid at a position forms a occurring vector. Positions that show significantly different occurring vectors in the strong resistant group from the susceptible group are important positions for drug resistance and need attention in designing new drugs. To identify these positions, we computed the average Kullback–Leibler (KL) divergence between the occurring vectors of the strong resistant and susceptible groups. The 16 positions with larger than 0.5 KL distance are shown in Figure 5. The position with the largest KL distance is a well-known resistant position I54 that has no mutation in the susceptible group and a significant portion (84.6%) mutated to V/L in the strong resistant group. These positions also include several other known major resistant positions, L90, I84, M46 and V82. Interestingly, mutations at I54, L90 and M46 have been shown to be dependent and they are all included in this group. Surprisingly, positions A71, K20 and L10 also showed significantly different mutations in the strong resistant group from the susceptible group (Figure S1). Based on this analysis, new drugs with reduced resistance from the above positions would be well complementary to the existing drugs in cocktail therapy.
Here we present an approach to evaluating a ligand’s potency to combat resistance caused by mutations disrupting drug binding. Different from other approaches that rely on ligand-specific descriptors, our method focuses on characterizing the binding site of the target protein and the interaction between protein residues and the entire ligand, which extends the generality of the model, as shown by the satisfactory performance of our model of LODO tests and “Leave-Drug/Mutants-Out” tests. A significant advancement over our previous studies is that our models showed superior performance based on complex structures generated from docking rather than crystal structures, which makes it possible to apply the MIEC-based methods to screen for potent drug leads at the early stage of drug development.

We also demonstrated the capability of our method on comparing resistant profiles against the same set of mutants. Although the current cocktail treatments often target multiple viral proteins such as protease and reverse transcriptase, developing therapeutics composed of drugs with complementarily resistant profiles for one target can serve as an alternative, and our method can help design such therapeutic regimes. In addition, analysis of the resistant mutants against all the HIV-1 protease drugs provides a way to systematically identify the positions that are critical for drug resistance. Our analyses shed light on rational design of new drugs that should minimize resistance caused by mutations on the major resistant positions of I54, L90, I84, M46 and V82 as well as positions of A71, K20 and L10 where roles in drug resistance have not been well appreciated.

In this and previous studies, using the HIV-1 protease as a testing system, we have illustrated a strategy to search for inhibitors with strong binding affinity against the drug target and evaluate its potency against possible resistant mutations based on docking structures. First, this strategy starts with an iterative procedure to search from new inhibitors in virtual screening using a MIEC-based model trained on a set of known inhibitors. The number of known inhibitors can be as small as 50, which is not uncommon for important drug targets. The newly identified inhibitors are then added to the training set for the next iteration. Second, the newly identified inhibitors are then evaluated by its potency against possible resistant mutations using the strategy presented in the current study. Third, since the strong binding inhibitors such as ATV may suffer from strong resistance, an iteration going through the first two steps is necessary to simultaneously improve binding strength and potency to combat resistance of inhibitors.

**Experimental Section**

**Data Set.** The experimental data were collected from the Stanford HIV drug resistance database, including the resistant data for seven drugs (ATV, APV, IDV, LPV, NFV, SQV and RTV). The binding affinities between the mutants and the ligand were measured by IC50. On the basis of the ratio of IC50 between the mutants and the wild type, the mutants were classified into resistant (positive samples), indicated by a ratio of IC50 larger than 10^2, and nonresistant (negative samples) (Table 1).

**Modeling the Complex Structures of the Wild Type and Drugs.** The complex structures of the wild type and drugs were constructed by docking followed by molecular dynamics optimization. The unbounded crystal structure of the HIV-1 protease was obtained from the PDB database (pdb ID 1hpv). The structure was prepared for docking by the Maestro’s protein preparation wizard package in Glide. The preparation procedure included removing waters, assigning bond orders, and adding hydrogen atoms. This process also optimized the protonation and tautomeric state of HIS, orientation of amide in ASN and GLN, hydroxyl in SER, THR, and TYR, and thiol groups in CYS sequentially by hydrogen position optimization and exhaustive sampling options. The final step was finished by restrained minimization of ligand/protein complexes using the OPLS_2001 force field.

The ligands were docked to the protease by Glide using precomputed grids. The grids were generated by taking the centroid of the ligand in the pdb structure of 1HPV as the center. The grid box was centered at the centroid of the docking ligands and had a size of 10 Å × 10 Å × 10 Å. The grid box for all the atoms in the ligands was 30 Å × 30 Å × 30 Å. We set the van der Waals radius scaling to 0.8 and the partial charge cutoff to 0.25. We also turned on the options of ring conformation sampling and nitrogen inversion in docking. For each ligand, the pose with the best score was saved as the initial complex structure for the follow-up optimization.

**B. Molecular Dynamics Optimization of the Template Complex Structures.** (a) System Setup. All the missing hydrogen atoms were added to the template complex structures generated from docking with the leap module in the Amber10 software package. We used monoprotonated state for the catalytic Asp25/S25, as determined previously. The proton was placed at OD1 oxygen of Asp25, which is closer to the drugs in the crystal structures. For each ligand, the partial charges on the atoms were calculated using the RESP fitting technique based on the electrostatic potentials obtained from Gaussian03 with Hartree-Fock/6-31G*. The parameters for the atoms in the ligands were generated using the antechamber module in Amber10. We used Amber03 and general Amber force field (gaff) in our simulations. The template complex structures generated from docking were first solvated in the truncated octahedron periodic box of TIP3P waters. The size of the box was chosen so that any solute atom was at least 10 Å away from the boundary. An appropriate number of Cl− counterions were added to neutralize the system.

(b) Molecular Dynamics Simulation. We run 4000 steps of steepest descent minimization and 6000 steps of conjugate gradient minimization to relax the template complex structures. Then, the systems were heated to 300 K at an interval of 50 K over 5 ps with a 0.5 fs time step. Finally, the systems were equilibrated for 100 ps with a 2 fs time step at 300 K and the molecular dynamics simulations were continued until the convergence of the root-mean-square-deviation (RMSD) of C-alpha atoms of the protease and the ligand was achieved. The simulation length ranged from 3 to 5 ns. The last conformation of each template complex structure from the simulation was optimized using 10 000 steps of steepest descent minimization and saved for modeling the complex structures between mutants and the ligands.

**Modeling the Complex Structures of the Mutants/Ligands.** The mutants/ligands complex structures were modeled from the templates. The backbone of the protease and the ligand were fixed and the side-chains were mutated using Schrödinger. Then the models were minimized using the
sander program in Amber10 with 500 steps of steepest descent and 3500 steps of conjugate gradient minimization. The minimization would stop before the maximum number of steps was reached if the root-mean-square (rms) of the Cartesian elements of the energy gradient was less than 0.1 kcal/(mol Å).

**Calculation of MIECs.** In the MM/GBSA method,\textsuperscript{55,56} the binding free energies between the mutants and the ligands were calculated as

\[
\Delta G_{\text{binding}} = \Delta G_{\text{complex}} - \Delta G_{\text{ligand}} - \Delta G_{\text{protein}} = \Delta E_{\text{MM}} + \Delta G_{\text{GB}} + \Delta G_{\text{nonpolar}} - T \Delta S
\]

(1)

Where \(\Delta E_{\text{MM}}\) is the binding energy between the protein and the ligand in vacuum and it is the sum of van der Waals energy (\(\Delta E_{\text{vdW}}\)) and electrostatic energy (\(\Delta E_{\text{elec}}\)). \(\Delta G_{\text{GB}}\) is the polar part of the solvation energy obtained by the General Born model using the parameters from ref 57. \(\Delta G_{\text{nonpolar}}\) is the nonpolar part of the solvation energy, which is estimated by the solvent accessible surface area (SASA) as \(\Delta G_{\text{nonpolar}} = \sum \gamma_i \Delta A_i\), where \(\gamma_i\) is a parameter and \(\Delta A_i\) is the loss of SASA upon binding for atom \(i\). Considering the different contribution of hydrophobic and hydrophilic surface, we have \(\gamma_{\text{phi}}\) for all the hydrophobic atoms and \(\gamma_{\text{phi}}\) for all the hydrophilic atoms. Therefore, \(\Delta G_{\text{nonpolar}} = \gamma_{\text{pho}} \Delta A_{\text{pho}} + \gamma_{\text{phi}} \Delta A_{\text{phi}}\) while \(\Delta A_{\text{phi}}\) is the loss of the hydrophilic surface area and \(\Delta A_{\text{pho}}\) is the loss of the hydrophilic surface area. \(-T \Delta S\), the change of conformational entropy, was not included in this study due to high computational burden for a large number of mutants. The binding energy can be decomposed to residue-based components as follows:\textsuperscript{59}

\[
\Delta G_{\text{binding}} = \Delta G_{\text{complex}} - \Delta G_{\text{ligand}} - \Delta G_{\text{protein}} = \Delta E_{\text{MM}} + \Delta G_{\text{GB}} + \Delta G_{\text{nonpolar}} - T \Delta S
\]

\[
= \Delta E_{\text{vdW}} + \Delta E_{\text{elec}} + \Delta G_{\text{GB}} + \gamma_{\text{phi}} \Delta A_{\text{phi}}
\]

\[
= \sum_i (\Delta E_{\text{vdW}} + \Delta E_{\text{elec}} + \Delta G_{\text{GB}} + \gamma_{\text{pho}} \Delta A_{\text{pho}} + \gamma_{\text{phi}} \Delta A_{\text{phi}})
\]

\[
= \sum_i (\Delta E_{\text{vdW}} + \Delta E_{\text{elec}} + \Delta G_{\text{GB}} + \gamma_{\text{pho}} \Delta A_{\text{pho}} + \gamma_{\text{phi}} \Delta A_{\text{phi}})
\]

\[
= \Delta E_{\text{vdW}} + \Delta E_{\text{elec}} + \Delta G_{\text{GB}} + \gamma_{\text{pho}} \Delta A_{\text{pho}} + \gamma_{\text{phi}} \Delta A_{\text{phi}}
\]

\[
= \sum_i \Delta E_{\text{vdW}} + \Delta E_{\text{elec}} + \Delta G_{\text{GB}} + \gamma_{\text{pho}} \Delta A_{\text{pho}} + \gamma_{\text{phi}} \Delta A_{\text{phi}}
\]

(2)

where \(\Delta E_{\text{vdW}}, \Delta E_{\text{elec}}\) and \(\Delta G_{\text{GB}}\) are the van der Waals, electrostatic, and polar contribution to solvation energy between residue \(i\) and the ligand. \(\Delta A_{\text{pho}}\) and \(\Delta A_{\text{phi}}\) are the loss of hydrophobic and hydrophilic area and residue \(i\) upon binding. \(\Delta A_{\text{pho}}\) and \(\Delta A_{\text{phi}}\) are the loss of hydrophobic and hydrophilic area for residue \(i\) upon binding. As a result, the MIECs include van der Waals interaction energy (\(\Delta E_{\text{vdW}}\)), electrostatic (Coulombic) interaction energy (\(\Delta E_{\text{elec}}\)), polar contribution to solvation energy (\(\Delta G_{\text{GB}}\)), the loss of hydrophobic surface area (\(\Delta A_{\text{pho}}\)), and the loss of hydrophilic surface area (\(\Delta A_{\text{phi}}\)) upon binding. \(\Delta E_{\text{vdW}}, \Delta E_{\text{elec}}\) and \(\Delta G_{\text{GB}}\) were calculated using MM/GB protocol in AMBER10.\textsuperscript{60} The three terms for individual residues were computed by gflex program\textsuperscript{61} in Amber10 using default parameters, including the cutoff of 18.0 Å for both \(\Delta E_{\text{vdW}}\) and \(\Delta E_{\text{elec}}\) and 1 for the interior dielectric constant, and 80 for the exterior dielectric constant in the GB model and the charges from Amber03 force-field.\textsuperscript{52} \(\Delta A_{\text{pho}}\) and \(\Delta A_{\text{phi}}\) were calculated using the method developed by Street and Mayo\textsuperscript{36} with the vdw radii from Amber03\textsuperscript{52} or gaff as the atom radii and a probe radii of 1.4 Å.

As the judgment of drug resistance depends on the ratios of IC_{50} between the mutant and the wild type, we calculated the difference of MIECs between each protease mutant and the wild type interacting with the inhibitor as the features input to the support vector machine (SVM) (Figure 1). In total, there are 497 items, i.e. five energy items for each of the 99 protease residues and 2 energy items, \(\Delta A_{\text{pho}}, \Delta A_{\text{phi}}\) for the ligand.

**Training Models with Support Vector Machine.** We trained support vector machine (SVM) to identify drug-resistance mutations. The LIBSVM\textsuperscript{62} program was employed in the training and test of the SVM models. The models were validated with 10-fold cross-validations and a “leave-one-drug-out” test (LODO test). Cross-validations tested the models’ prediction ability on the new mutants against the drugs that were already included in the training set. The generality of the model on predicting resistant mutations against new inhibitors was assessed by the LODO test, in which the model was trained on all but one drug and tested on the left-out drug. For both tests, TP (true positive), FP (false positive), TN (true negative), and FN (false negative) were counted, and the performances of the models were evaluated using the standard criteria: prediction accuracy of positive samples \(Q = TP/(TP + FP)\); prediction accuracy of negative samples \(Q = TN/(TN + FN)\); sensitivity \(SE = TP/(TP + FN)\); specificity \(SP = TN/(TN + FP)\); and Matthews correlation coefficient \(C = (TN \times TP - FN \times FP)/(TP + FN + FP + TN + FN)\)\textsuperscript{1/2}.

**Feature Selection Based on the LODO Test.** As the LODO test mimics the scenario in virtual screening better than cross-validation, we conducted feature selection on both MIEC terms and protein positions to optimize the model performance on LODO tests. To achieve the best overall performance of the model on the seven drugs, we used the average MCC of the seven LODO tests as the metric in feature selection. We first selected the MIEC terms by examining the performance of all the possible combinations. As we considered five types of MIECs (\(\Delta E_{\text{vdW}}, \Delta E_{\text{elec}}, \Delta G_{\text{GB}}, \Delta A_{\text{pho}}, \Delta A_{\text{phi}}\)), there are \(5^4 - 1 = 31\) possible combinations. The top 10 best performed combinations were kept for further analysis. Next, for each of these combinations, we selected protease positions that are most informative in the model using a greedy algorithm because exhaustive assessment of all the possible combinations of the 99 protease residues is impossible. We used a “leave-one-residue-out” test (LORO test), which is to train and test the model without the MIECs associated with one residue at a time, to select informative residues. We started with the full model that considered all the residues and removed a residue if its left-out gave the best performance in the LORO test. The performance was evaluated by the average MCC of 7 LODO tests. This procedure iterated until all the residues were removed (Figure 2). The best performing combination of MIEC terms and protease positions were then selected as the final model.

**Prediction with Different Models.** We obtained seven MIEC-SVM models for the seven drugs. When predicting the resistant profiles of a new drug or a combination of existing drugs, we chose a model-average approach that combines the prediction power of all the MIEC-SVM models using Bayesian statistics with the assumption that the models are independent. If there are \(N\) models and their predictions of the probability for a protease mutant resistant to a combination of existing
For each model, $P(\text{Pred} = \text{B} | \text{Output} = A)$ can be easily estimated from the performance on the test data set, following the formula below:

$$P(\text{Pred} = \text{B} | \text{Output} = A) = \frac{\prod_{i=1}^{N} P(\text{Pred} = B_i | \text{Output} = A) \times P(\text{Output} = A)}{\prod_{i=1}^{N} P(\text{Pred} = B_i)}$$

A mutant is resistant if $[P(\text{Output} = \text{True} | \text{Pred}_1 = B_1, \text{Pred}_2 = B_2, \ldots, \text{Pred}_N = B_N) / P(\text{Output} = \text{False} | \text{Pred}_1 = B_1, \text{Pred}_2 = B_2, \ldots, \text{Pred}_N = B_N)] > 1$; not resistant, otherwise.
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